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ABSTRACT 

Electronic banking plays a central role in the field of electronic payment. The aim of this study is to analyze the behavior 

of Tejarat Bank e-banking customers using data mining based on RFM model. This study has analyzed and examined e-

banking customers in 8 clusters through the analysis of 1700 data and determining the optimal number of clusters by two-

step algorithm and determining 8 optimal clusters by the algorithm and using k-mean algorithm. The results show that the 

cluster which has lower R (exchange recency), lower F (the number of exchange frequency) and higher M (Monetary value) 

has more loyal customers. The cluster which has lower R is placed in the first cluster rank. In spite of RFM variables, 

gender, age and education has been found to be effective on clustering. Results of clustering contains 8 clusters: 1) men 

with the age range of 30 to 40 years old with  Bachelor's degree; 2) men with the age range of 30 to 40 years old with a 

bachelor's degree; 3) women under 30 years old with high school diploma; 4) men with the age range of 40 to 50 years old 

with high school diploma; 5) men with the age range of 40 to 50 years old with bachelor's degree; 6) men over 50 years old 

with high school diploma; 7) women under the age of 30 years old with higher education; 8) men under 30 years old with 

Bachelor's degree. 

Keywords: Electronic Banking, Consumer Behavior Analysis, Data Mining, K-Means Algorithm, RFM Model. 

INTRODUCTION 

The transformation of the world through use of information technology, the Internet, and 

consequently e-government and e-commerce, which in turn is derived from information 

technology, has created a deep and profound transformation in communication and information 

transfer processes (Hasanzadeh et al. 2012).  In information and communication technology, 

the issue of interaction is of great importance due to time and cost saving and the growing 

importance of data sharing (Abedi Jafari et al. 2010; Haghighi Nasab & Khosravi 2011; Jamali, 

and Hashemi 2012; Zahedi, 2011). The Internet has expanded horizons for businesses 

worldwide, especially e-banking (Babaei & Ahadi 2010; Alsajjan & Dennis 2010; Gikandi and 

Bloor, 2010). With the rapid growth of information and communication technology, e-banking 

plays a central role in electronic payment (Jayawardhena and Foley, 2000; Liao and Cheung, 

2001; Sohail Sadiq and Shanmugham, 2003) which provides online transaction to support many 

e-commerce applications, including e-shopping, electronic auctions, Internet stock trading and 

many more (Moghaddasi, 2010).  In fact, virtual space has changed the role of consumers in the 

world of commerce. The undeniable advantages of information technology in increasing the 
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accuracy and speed of the flow of affairs, increasing global quality, reducing costs and more 

customer satisfaction has led organizations to quickly deploy and use information systems. One 

of the most important ways to gain competitive advantage for today's banks is the use of 

information technology to provide banking services known as e-banking services. In addition, 

the entry of information technology and specifically the Internet in the banking industry has 

changed the competitive environment of this industry. Due to the widespread changes in global 

markets and the growing intense competition, the experience of customer interaction in global 

level and online has become a distinct strategy. In fact, electronic banking is a way to reduce 

costs and stay competitive in comparison with traditional banking. This research aims to use 

information technology in order to gain competitive advantage for banks in the field of electronic 

banking. The use of information technology in electronic banking has led to the creation of a 

large amount of customer data. Three approaches to design include data mining in banking, data 

mining in marketing and marketing in banking. In these approaches, data mining can be used 

as an information technology in electronic banking to explore knowledge in a large amount of 

customer data. Banks can identify, attract, maintain and develop their customers by analyzing 

their behavior. In this regard, one of the most important actions of banks is clustering customers 

into different behavioral clusters in which, it is possible to formulate marketing strategies 

suitable to each cluster. Customer behavior analysis was performed through K-mean data 

mining in different industries (Coates and Ng, 2012; Macqueen, 1967; Vattani 2011). 

Nevertheless, in other researches, demographic variables were not considered as the main 

variables. This analysis has not been done using the RFM model in Iran, specifically for banking 

customers. This research is trying to cluster customers together considering the RFM variables 

and demographic variables. 

RESEARCH THEORETICAL FUNDAMENTALS  

Since the use of information technology in e-banking has resulted in large amount of data, as 

mentioned, data mining in banking is the approach to be designed. Analysis of customers' 

behavior in a variety of industries, such as banks, which face with a large number of customers 

with different natures and behaviors, is the purpose of marketers and managers of the 

banking industry. Using clustering approach as a technique for data mining in these industries 

in order to divide heterogeneous customers into homogeneous groups with similar transaction 

behaviors (Deshpande and Thakare, 2010; Hand et al. 2001), will help better understanding of 

customer behavior. Subsequently, developing an appropriate marketing strategy and effective 

communication with each customer cluster is useful in satisfying and retaining customers, 

attracting new customers and finally, surviving the organization.  

Today, there is a huge amount of information from the customers’ transaction including 

customer’s profile, transaction frequency, and transaction type and volume in the bank 

database. In addition, it has been proved to marketers of these large economic firms that they 

can benefit from these data and information in all aspects of customer relationship management, 

CRM (Buttle, 2004). Today, CRM have an enviable status in the process of the management of 

banking institutions (Rouholamini and Venkatesh 2011). Due to the large amount of available 

transaction data from customers in the database of the bank to be studied and lack of proper use 

of these data by managers and banking experts, the researchers decided to use this database to 

identify and analyze customers behavior in order to provide special services or specific facilities 
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to different customer groups and divide them into homogeneous groups that are measured 

according to similar variables and criteria per customer. Since the purpose of this research is 

data mining of electronic banking data, it is therefore important to examine its concepts as well 

as its related indicators. In this chapter, the concepts related to research are described at first, 

and in the end, studies and researches carried out in this field will be examined.  

Electronic banking 

With the emergence of the Internet, the concept of electronic banking was formed in 1991, 

meaning that customers, without having to attend branch, can do their banking affairs by 

referring to the electronic environment (Hashemian, 2012). E-banking technology represents a 

variety of different services (Kolodinsky et al., 2004; Lee 2009). It has brought many benefits, 

such as lack of temporal and spatial limitation, easy access to information, reduced cost of 

service, and customers time saving, which has led to the rapid growth of the use of electronic 

banking services (Divandari, 2013). The use of electronic banking services is one of the solutions 

to gain competitive advantage for banks and has led to the emergence of close competition in 

this regard; in this case, the level of customer expectations for such services has also increased 

(Rasouli and Manian, 2012). Electronic banking includes important benefits, such as focusing 

on new distribution channels, providing reformed services to customers and the use of e-

commerce strategies (Azizi Sarkhoni, 2008).  

E-services have increased the ability of companies to provide better service and they are divided 

into four sub-categories according to the customer's view toward them: Internet channels, card 

channels (ATMs, sales terminals), telephone channels (call centers, phone bank, mobile bank) 

and automatic channels, which are virtual bank communication channels. Meanwhile, the use 

of Internet banking is increased rapidly due to the expansion of Internet penetration. Using the 

Internet, the time and geographical limitations are eliminated. Customers can access their 

accounts 24 hours a day and 7 days a week (Karjaluto et al, 2002). 

In Iran, there are six channels for providing e-banking services that are as follows. The first 

three channels are based on the card and for any transaction, the physical presence of the card 

is inevitable. 

1-ATMs 2- Sales terminals (POS) 3- Branches terminals (Pni- Pad) 4- Phone Bank 5. Mobile 

Bank 6-Internet Banking or Internet Bank. 

Using these channels, you can use various banking services in the form of e-banking, such as 

transferring funds, checking account balance, paying bills, and so on.  

Analysis of customer behavior 

Due to the intensive competition in the market and the existence of a variety of products and 

services available to customers, the correct recognition of customer behavior is the most 

important dimension of customer relationship management (Berson et al., 2004). Analyzing 

customer behavior and choosing the appropriate marketing method based on these analyses is 

considered as a very important factor for the survival of the firms (Caceres 2007). Different 

researches in the field of marketing have shown that in the marketing of services, there is no 

need to serve all customers similarly. The rapid growth of information technology in various 

business segments and the accumulation of a large amount of customer data, have made the 

correct recognition of customers, understanding their behavioral patterns and responding to 

their needs more and more difficult and even impossible. Therefore, the need for methods of 

customer behavior analysis based on the existing data and the development of appropriate 



Örgütsel Davranış Araştırmaları Dergisi  
Journal of Organizational Behavior Research 
 Cilt / Vol.: 3, Sayı / Is.: S2, Yıl/Year: 2018, Kod/ID:  81S229 

 

4 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

approaches for marketing and communication with customers to satisfy, preserve and attract 

them is felt more than ever. 

Customer behavior analysis became commonplace in the early 1980s and was considered in 

four dimensions: customer identification, customer attraction, customer retention, and customer 

development (Seyyed Hosseini and Gholamian, 2010). Customer behavior analysis is a structure 

that expands the value of the customer, and provides a powerful tool for retaining valuable 

customers (Bose & Sugumaran, 2003). In order to obtain this, analyzing past and current 

customer behavior will help understand the characteristics of the current customers of the 

organization. By employing data mining approaches in customer data, organizations can 

understand hidden information in the data, behavioral patterns, and customer needs, and 

accordingly, they can better use their resources to meet customer needs, provide new services, 

and accept customers 

RFM model  

 This model was first introduced by Hughes (1994). He used the RFM to analyze past customer 

behavior that is easily tracked and accessed. This model uses three dimensions related to 

customer transaction data to analyze their behavior. Indexes of this model are defined as follows 

(Chen & Cheng, 2009): 

1) Recency: This index refers to the time interval between the last purchase made by the 

customer to the end of the particular period (end of the time period examined). The lower 

distance indicates the high value of this index in the model. 

2) Frequency: This index represents the number of exchanges a customer has made in a 

particular period. The higher the number of exchanges indicates the higher value of this 

index in the model. 

3) Monetary: This index shows the amount of money a customer has spent in a particular 

period for exchanges. The greater the amount of money spent indicates the high value of 

this index in the model. 

In RFM model, the value of each customer's life cycle is obtained from the sum of the values 

derived from RFM index (Razmi and Ghanbari 2009). So in this model, it is assumed that 

customers with high value for each index of the model are the best customers, as long as they 

behave in the future as they behaved in the past (Fader et al., 2005). 

The higher F and R, the more likely it is to make a new transaction with the customer, and if M 

is also higher, the likelihood of customer's return to purchase is higher. In RFM model, it is 

assumed that customers which have higher value in each variable of the model are the best 

customers, as long as they will behave in the future as they behaved the past, in this case, it is 

believed that these customers have higher profits than others for the firm (Wei et al. 2012). 

Therefore, the basic assumption of the model is that future patterns of exchange and customer 

purchase are similar to past and present patterns, and it is emphasized on the ease of calculation 

and understandability and the ability of RFM to predict customer's future behavior and loyalty. 

In addition, RFM model is used as a way to measure the value of customer longevity (Baradaran, 

2013). 

RFM was originally used by marketers in B2C markets, especially in industries such as 

telecommunication banking and so on. There are different approaches for ranking or scoring in 

the model, in the following three common approaches are referred to (Ebadi, 2015): 
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Initial Ranking - Cluster Ranking - Ranking using weighting. Each approach has fans who prefer 

it to other approaches. It is important to choose the best approach according to the type of 

organization and its customers. 

Data mining  

The history of discovery of knowledge from the databases is not related to long ago, and today it 

is known as data mining. Data mining is a research trend that is rapidly growing and many 

researches have been done on it (Fayyad and Uthurusamy, 1996; Sami Zadeh, 2007; Taqavi Fard 

et al., 2007; Vercellis, 2009). Researchers and programmers from different fields are 

collaborators in the art of data mining, so it is difficult to provide a comprehensive overview of 

data mining techniques. The term "knowledge discovery" was first introduced in the 1990s and 

attracted researchers’ attention to data mining algorithms. The aim of data mining is to discover 

new, valid and consistent knowledge using intelligence and statistical tools in a large amount of 

data (Marban et al., 2009). Data mining is the extraction or adaptation of knowledge from a 

data set and is referred to as the process that extracts knowledge from data, and this knowledge 

is expressed in terms of patterns and models (Taghavi Fard, 2012). It is worth mentioning that 

data mining comes from a combination of several disciplines. Statistics, machine learning, 

optimization methods, pattern identification and recognition methods, database, visualization, 

neural networks, mathematical models, information retrieval, genetic algorithm and artificial 

intelligence techniques that data mining uses (Mahmudi, 2013). 

The life cycle of a data mining project involves six steps: understanding business issues, 

understanding data, preparing data, modeling, evaluating results, and applying a model (Azar 

et al., 2010). 

Different techniques of data mining can be divided into "predictive" and "explanatory" types 

based on the type of operation they perform. Predictive techniques, by constructing a database 

model, are responsible for predicting unknown cases. Since the explanatory techniques discover 

understandable patterns of data for human beings. The purpose of the classification is to identify 

the characteristics by which different classes can be distinguished from each other. Classification 

in the data mining takes place in two steps. First, different classes are identified from old data, 

and then the incurrence of new data in existing classes are predicted. Classification is a learning 

technique with observer, because it classifies new data using a training dataset (as a guide). This 

method is also considered as a predictive method (Turbun, 2011). Grouping is considered as an 

explanatory method. This method, with the thought of dividing and solving, divides the data into 

a large system and divides them into smaller components. A grouping is appropriate when the 

data objects within each group are very similar to each other and differ from objects in other 

groups. The criterion of similarity and difference between data objects are determined by a 

distance function. (Momeni, 2011). 

Clustering  

Clustering, can be considered as the most important issue in uncontrolled learning. It has 

become a common method for the marketing research (Punj and Stewart, 1983). Clustering is 

finding a structure inside a collection of unlabeled data (Forcht and Cochran, 1999). The cluster 

is referred to as a set of data that is similar to each other. In clustering, it is tried to divide the 

data into clusters that maximize the similarity between the data within each cluster and 

minimize the similarity between the data within different clusters (Momeni, 2011). 
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Clustering by K-mean:  

This method is a basic method for many other clustering methods. It is a monolithic and flat 

method. In a simple kind of this method, first, according to the number of clusters needed, some 

points are randomly selected. Then, according to the degree of proximity or similarity, they are 

attributed to one of these clusters and thus new clusters are obtained. By repeating the same 

procedure, it is possible to calculate new centers by averaging the data in each iteration and 

reassign the data to the new clusters. This process continues until there is no longer any change 

in the data (Amorim, 2012). The algorithm below is the basic algorithm for this method: 

1. At first, the K points are selected as the points of the cluster centers. 

2. Each sample is attributed to the cluster whose center has the shortest distance to that 

data. 

3. After assigning all the data to one of the clusters, for each cluster, a new point is 

considered as a calculation center. (Average points belonging to each cluster).  

Steps 2 and 3 are repeated until there is no change in the cluster centers (Celebi, 2013). 

In the K-mean method, by specifying cluster centers, the number of clusters are defined 

previously, it is attempted to allocate observations to each cluster with the aim of minimizing 

the distance of each observation from the cluster center. The repetitions of this algorithm 

continue until there are no changes in cluster centers in successive repetitions. In this technique, 

patterns and the hidden relationships between data sets are determined by minimizing the 

intervals within the cluster (Momeni, 2011).  

Two-step clustering:  

This type of clustering, as well as its other types tries to divide data sets in separate groups, while 

these groups and their characteristics are not clear from the beginning. That is, the target field 

is not specified. Instead of trying to predict the output, this clustering model tries to find the 

existing patterns of input data sets. This model is a two-step method. In the first step, a general 

survey is performed on data, in which raw input data is divided into sub-clusters. In the second 

step, a hierarchical clustering method is applied to the data that merges sub- clusters to reach 

larger clusters without needing to re-scan it (Christodoulakis, 2009). The advantage of 

hierarchical clustering is that at first there is no need to specify the number of clusters. Among 

the clustering algorithms, a two-step algorithm is more widely considered due to its simplicity, 

precision and speed. 

Literature review 

 Interior background 

Farrokhi and Teimurpour (2016), in a research titled identifying and classifying Iranian banking 

system customers in terms of perceived expectations and value of banking services, divided 

customers into three clusters using data mining techniques, using K-mean. The first cluster 

involves customers for whom the factors of understanding, knowing, and communication are of 

great importance; the second cluster involves customers for whom diversity and differentiation 

are desirable, and the third cluster includes customers that accessibility, efficiency, and cost 

factors are important for them. 

Ebadi and Alizadeh (2015), in a study titled analyzing customer behavior in purchase and 

sending online group SMS using data mining based on the RFM model, identified six clusters of 

customers with a case study on 51534 records of a company’s data that is active in Online group 

SMS industry, and provided solutions for customer retention and recruitment. It was a case study 
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of 51534 records from data of an active company in online group SMS. The results indicate that 

the company has faced serious problems in process of sending SMS during the period of study 

and has gradually lost its old and most lucrative customers. Although it has succeeded in the 

SMS acquisition process and has attracted a large number of customers. 

Mohammadi et al (2014), by analyzing the problems of branches of Ayandeh Bank all over the 

country using the data mining method and presenting the RFS model, have clustered all the 

branches based on the similarity of the factors of R (the recency of the problem), F (frequency 

or the number of problems), and S (branches satisfaction from the contact center), and found 

the relationship between the factors with the type of problems declared. The branches were 

distributed according to their behavioral pattern in four optimal clusters, the results were 

analyzed and at the end, suggestions were made to improve the contact center's performance. 

Radfar et al (2014) classified Internet bank customers using data mining algorithms. They did 

this by using the decision tree. One of the methods of data mining is decision tree (Kiss, 2003), 

and if the decision tree is made appropriately, customers can be classified optimally. In this 

research, a suitable model for customer classification based on the use of Internet banking 

services is presented. This model is based on the CRISP-DM standard (Chapman et al., 2000) 

and the required data is extracted from the Sina Internet Bank's database. Among other decision 

trees, the final decision tree is based on the criteria of efficiency and accuracy, and according to 

customer classification in three levels of high, medium and low new customers who are applying 

for Internet bank are predicted. 

Khan-Babaei and Zain al-Abedini (2013) examined electronic banking services by the model of 

using data mining techniques in identifying, segmenting and analyzing customer behavior, and 

they divided and analyzed the customers into six groups with two approaches of customer 

segmentation and customer value determination using a demographic dataset and customers 

transactions. They collected data and expectations of customers by distributing questionnaires 

among customers and analyzed and segmented these data in order to provide better services. 

Fouladifar et al. (2016) in a research entitled market segmentation for Internet banking 

customers using RFM and K-mean in a private bank in France, clustered customers using a 

1478-sample of electronic banking customers and presented marketing strategies. The 

researchers, performed clustering using demographic and RFM variables, and with respect to 

demographic variables, they presented strategies for segmentation of the target market. 

Hu et al. (2014), in a study entitled discovery of frequent patterns in customer RFM analysis, 

identified the valuable customers of the company to develop marketing strategies and used the 

integration of RFM and presented a model for segmentation. This pattern, using frequent 

patterns in customer analysis, identified valuable customers and, by clustering them, presented 

a strategy for marketing. 

Hua et al (2013), in a research attempted to identify the valuable customers of the company 

using the RFM model. They used the RFM model to discover pattern in customers data by 

weighting. They discovered a model that identified the valuable customers of the company and 

described strategies for maintaining them. Moreover, for the rest of the customers they 

developed strategies to prove their loyalty to the company. 

Wei et al (2013), in a study on customer relationship management in the hairdressing industry, 

using data mining techniques and K-mean attempted to cluster in RFM model, and finally, they 
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identified four groups of loyal customers, potential customers, new customers and lost 

customers. 

Namvar et al. (2010) in a research using a two-step method to segment the bank customers, 

extracted 3 clusters using the RFM model in the first step. In the second step, by using 

demographic variables of age, education, and place of residence they performed internal 

segmentation of each of the first step clusters and ultimately calculated the value of the lifetime 

of the customers for the 9 extracted clusters.   

Christodoulakis and Aggelis (2009) in their study using the data of Greek banks and RFM 

variables in customer data, and using the concept of the customer value pyramid, divided the 

customers into five categories based on clustering, K-mean and two-step algorithms: main 

customers, regular customers, retailer customers, and inactive customers. They offered strategies 

for maintaining and retaining the loyalty of high value customers. They retained their main 

customers by providing appropriate services for them, and presented appropriate strategies for 

regular and inactive customers. 

MATERIALS AND METHODS  

Research conceptual model  

In RFM model, the value of each customer's life cycle is obtained from the sum of the values 

derived from the RFM indexes. Demographic variables are also considered for customers. 

Considering the above issues, the model of this research is as follows: 

 
Figure 1: Conceptual model of the research. 
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Research conceptual model (Fouladifar et al, 2016) 

In the first step, the initial data collection is performed. This step involves collecting the initial 

data, describing the data, discovering the data, and changing the quality of the data. According 

to the research model and the precise understanding of the research, the background for 

understanding the data and the background for collecting data from the central database was 

provided. Initial data was provided to the researcher as the raw data of the customer's account 

flow. At this point, there is also a series of demographic information. 

The second step is data preparation. Data preparation is one of the most important and often 

time-consuming aspects of data mining projects and includes data selection, data cleansing, new 

data structuring, and merging. At this step, the raw data that has been taken into account is 

prepared, that is descriptive statistics are performed on it and the background for modeling is 

provided. The data is normalized and prepared to enter the modeling step. That is, the RFM 

variables are formed using processing, and the demographic variables are separately analyzed 

and placed in the spectrum to be prepared as inputs for the clustering algorithm. 

Research hypotheses  

The main objective: the analysis of the behavior of e-banking customers of Tejarat Bank using 

data mining (k-mean) based on RFM model. 

Secondary objectives:  

1. Calculation and efficacy of R, F, M parameters for electronic banking customers using 

data mining and clustering tools 

2. Determining the characteristics of each cluster based on demographic variables 

3.  Using general clustering results to evaluate customer behavior 

Research methodology  

Researches based on the objective are divided into fundamental and applied researches. The 

researches are divided into two groups based on the data collection method: descriptive research 

and experimental research. Descriptive or non-experimental research consists of five categories: 

surveying, correlation, post-event, action research, case study. The experimental research is 

divided into two categories: full-experimental research and semi-experimental research.  

This research is applied in respect to the objective. The research method is descriptive and data 

mining method is used. This technique explores for patterns containing information in the 

existing data. The K-Mean Algorithm and SPSS MODELER software are the techniques of this 

research.  

The statistical population of this study is the users of Tejarat Internet Banking services in a period 

of 15 months from Farvardin 2016 to Tir 1396. In this research, Internet Banking services, 

Internet Bank data, mobile bank and telephone bank services are used. The data is extracted from 

the Bank database in the form of an Excel file and includes demographic information such as 

gender, age, and education level, as well as their account information, including the account 

number, transaction amount, and the number of transactions in the dates during these fifteen 

months. In fact, customer account flow information has been extracted using Internet banking. 

The number of these customers was about 1,700, and by deleting invalid data and empty data, 

a final number of 1197 valid data was considered. 

In general, the methods of data collection in this research can be divided into two categories: 

library and field studies. Library methods were used to collect data about the subject literature 

and the history of the research. Field and documentation researches were used to extract data 
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from the customers of Tejarat Bank database. At first, raw data includes values related to 

customer transactions. To analyze the data, a descriptive statistic for data is initially considered. 

Then raw data must be processed to be prepared for the modeling. That is, the information must 

be obtained by processing raw data so that the field for the main analysis is performed. Also, the 

data is normalized so that the different units in the numerical range from zero to one normal 

can be normalized. Now the background for the data mining field is ready. The purpose of 

clustering is to divide the existing data into several groups, so that the data of the different groups 

should be as varied as possible, and the data in one group should be very similar. 

RESULTS  

Normalized data should be clustered in the SPSS MODELER software. But what is important is 

the number of optimum clusters for clustering by the K-mean algorithm. The number of clusters 

in the K-mean algorithm should be between 2 and 9. However, the exact number should be 

found by relationships and indicators. To determine the optimal number of clusters, a two-step 

algorithm is used. Therefore, first, clustering is done by a two-step algorithm to obtain the 

optimal number of clusters, and then the final clustering is done using the K-mean algorithm. 

Normalized data was opened in the software, and a two-step algorithm was applied to them. 

Due to two types of data, nominal variables (gender, age, education) and relative and distance 

variables (RFM), variables of both types in two-step clustering and K-mean are used. At this 

point, the quality of clustering is displayed with the cluster quality option. The quality of 

clustering is very close to its good quality. It is also observed in the results that the number of 

input variables in the input section is equal to 6 and the number of clusters considered in the 

cluster section is 8. 

Given that the number of clusters was 8, the data were given to the K-mean algorithm and the 

number of 8 clusters entered. Demographic variables and RMF variables were both selected as 

inputs to the algorithm. Results can be seen in several tables. The important table formed is the 

mean formed for the cluster in this section. This average shows which data is located at which 

center of the cluster. This is the table used in the interpretation of the results, and according to 

this table, each cluster should be analyzed. 

Table 1. The center of cluster in each field 

 
cluster 

1 2 3 4 5 6 7 8 
recency .095 .093 .093 .092 .092 .096 .091 .101 

frequency .066 .061 .061 .062 .054 .053 .059 .066 
Monetary value .009 .009 .009 .008 .010 .008 .007 .010 

gender 1 1 1 2 1 1 1 2 
age 3 2 4 1 3 0 2 1 

education 3 3 1 1 1 2 2 3 

The next table shows the number of customers in each cluster. This table is also used to grade 

each cluster. Because it measures the density of the accumulation of each cluster and shows the 

number of users in each cluster. 

The number of people in each cluster 
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Table 2. The number of customers in each cluster. 

cluster 

1 131.000 
2 223.000 
3 85.000 
4 160.000 
5 141.000 
6 35.000 
7 327.000 
8 95.000 

valid 1197.000 
invalid .000 

Summary and conclusion  

Due to the data analysis and the results of the research, it is possible to discuss the research 

objectives. 

Research questions were defined as follows: 

1. How are R, F, M parameters are calculated for e-banking customers and what is its impact 

on data mining and cluster creation? 

2. How are each cluster characteristics determined based on demographic variables? 

3. How are the customer behavior in each cluster evaluated using the whole clustering 

results? 

The main objective was to analyze the behavior of e-banking customers of Tejarat Bank using 

data mining (K-Mean Algorithm) based on the RFM model. It has secondary objectives of 

calculation and impact of R, F, M parameters for electronic banking customers using the data 

mining tool, creating clusters and determining the characteristics of each cluster based on 

demographic variables. 

A customer with a lower R value and higher F and M values is a loyal customer to the Internet 

banking services. As seen, the cluster with lower R value was in the first rank in the cluster. This 

means that the customer's recency of transaction is very important. But according to the results 

of the research, it was found that the higher R value alone would not be the criterion for 

determining the lower-rank cluster. In determining the factors influencing the cluster, it can be 

stated that, in addition to RFMvariables, demographic variables affect the clustering too. 

For example, in clusters 2 and 3, there is no difference in the RFM variables, also, in the case of 

gender, both clusters include men, but the cluster 2 is in the second rank and the cluster 3 is 

placed in the seventh rank of clustering. This is due to the age of users and their level of 

education. In the second cluster, there are young people with university education and in the 

third cluster there are people with over fifty years old with lower education. The low rank of this 

cluster is due to these two demographic variables of age and level of education. Therefore, plans 

should be made in the field of electronic banking education in the elderly. Because this group of 

people is often unable to use the internet with mobile phones, they do not have enough 

knowledge in this regard. By investing in training this group, more users can be placed in this 

cluster. 

Regarding the higher value of R variable, the comparison between the two clusters 8 and 6, 

which have the highest values of R, is worth to be considered, and the cluster 8, despite having 

higher R than the cluster 6, is placed in higher rank. The reason for this is the higher values of 

F and M in the cluster 8 and also the demographic variables, which are completely different 
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from each other in both clusters. The cluster 6 is in the last rank because age is not mentioned 

in its information. Updating customer information can prevent such incidents. 

As the results show, in both clusters there were females. Cluster ranking in one of them was at 

a low level due to the high R value, although the level of education and the F and M values were 

higher in this cluster. By examining the full details of these women, it was found that women in 

this cluster used less e-banking services in recent months, and most of their visits were in person. 

Due to the high amount of money transfer, these women did not trusted using e-banking 

services. Managers should be able to re-use e-banking services for this level by relying on their 

trust and using secure internet channels. Moreover, managers should also be creative and 

efficient in developing and presenting strategies for using Internet banking for this group of 

people. Providing services that are tailored to the needs and desires of this class is important. 

Age is also an important variable in determining clusters. As the results indicate, users who were 

between the ages of 30 and 40 were ranked first in clustering. Due to the younger age of the 

group and more use of the Internet, this age range use more Internet banking services. 

Comprehensive training at all levels and all ages and the culture of Internet banking should be 

established. 

Research suggestions 

 Practical suggestions: 

Customers are the most valuable assets of any organization. Due to clustering patterns, we need 

to consider the needs of different clusters. Managers should consider appropriate strategies for 

users to be encouraged to use Internet banking services. The benefits of the organization ensure 

users’ loyalty by designing appropriate strategies and recognizing customers of each cluster in 

terms of transaction and demographic variables. Research questions were defined as follows: 

1. How are R, F, M parameters are calculated for e-banking customers and what is its impact 

on data mining and cluster creation? 

2. How are each cluster characteristics determined based on demographic variables? 

3. How are the customer behavior in each cluster evaluated using the whole clustering 

results? 

According to the results of the research, in order to increase each of the above issues, the 

following suggestions are made: 

1. A proper decision must be made with a comprehensive look at six variables. 

2. It is very important to provide services that are tailored to the needs and desires of each 

class in terms of gender, age and education level. 

3. Creating a secure communication platform, without disconnection and error is very 

important. 

4. With the proper management by branch managers potential customers can be identified 

and they can plan for them. 

5. Customers who have a different and irregular financial behavior over a period in the 

communication chain with a bank and in return, may not have appropriate profitability 

for receiving various services. It is necessary for the managers and heads of the branches 

to take appropriate measures to improve the efficiency and profitability of this class of 

customers. 
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6. Training the employees of the branches in order to guide customers in using these 

services according to the customer cluster, increases the level of use of electronic banking 

services.  

Research suggestions for future researches: 

1. In this research, the clustering was conducted using the K-mean algorithm. The optimal 

number of clusters was determined by a two-step algorithm. It is suggested that genetic 

algorithms and decision trees be used in future research. 

2. It is suggested to conduct a similar research on other modern banking networks, as well 

as ATM data which is not included in this study. It is suggested that appropriate strategies 

be developed by clustering ATM data. 

3. Presenting a variety of model-based data mining algorithms in identifying customer 

behavior in the modern banking field;  

Use of computational intelligence to decide and ranking the six variables studied in the research. 
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